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Language Dynamics (1 PhD completed, 2 PhDs pursuing)

Citation Analysis (1 PhD completed, 2 PhDs pursing)
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JCDL’ 14 ASONAM ‘14 JCDL ‘15 KDD 2015*

J. of Informetrics ‘15 Communications of the ACM ‘15*

ACL’ 14*ICWSM ’15 (1+1)*

CIKM ‘15*

CSCW ‘16*

PNAS, USA ‘12** PRE ‘12, ‘13 Euro. Ph. Lett. ‘13

KDD ‘14*ASONAM’ 13

IEEE JSAC ‘13*Nature Sci. Rep. ‘13*

JNLE ‘15

CIKM ‘16*

ASONAM ‘16 CIKM ‘16*

IEEE TKDE ‘16*ACM TKDD ‘16*

PAKDD ‘16

* Most prestigious/top-tier publications

J. of Informetrics ‘16

ICWSM ‘17* EMNLP ‘17* COLING ’18*

IEEE T CSS ’18

KDD 17*

IJDL ’18

ASONAM ’18 ECML/PKDD ’18*

ACM Comp. Surv. 17*

CSCW ’18*

CIKM ’18*

Today’s talk

Tuesday, 16 October 18



Tuesday, 16 October 18



why care about language? 

Tuesday, 16 October 18



Opinion conflicts: An effective route 
to detect incivility in Twitter

CSCW 2018
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Incivility

Incivility involves sending harassing or 
threatening messages (via text message or e-
mail), posting derogatory comments about 
someone on a website or a social networking site 
(such as Facebook, Twitter etc.), or physically 
threatening or intimidating someone in a variety 
of online settings
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our hypothesis

If the victim/target has expressed strong 
sentiments toward an entity mention (i.e., fanship 
or rivalry) then this might result in the offender/
account holder to indulge into incivil/abusive 
behavior -- we call this opinion conflicts

This could be observed from the tweets posted by 
the target and the account holder immediately 
before/after the abuse happened -- the incivility 
context

Can this help in detecting incivility?
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An example - 
The incivility context

Target: Pro Trump, praises US economy
Account holder: Anti-Trump, pro Obama
Opinion conflict leads to incivil behavior

Target

Account holder

Entity

+ve sentiment

-ve sentiment
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our framework for
 incivility detection
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Operationalizing the defn.

Obtain a list of offensive words (https://www.cs.cmu.edu/~biglou/
resources/bad-words.txt)

Swear/profane words: f**k, a**le, b**ch etc.

Negative words: die, hell, death etc.

Others: enemy, drug etc.

Use the above list to filter the Twitter data stream from August to 
December 2017 (~2M)

Mention based filtering -- since we are interested in conversations 
(~300K)

Randomly sample ~25K tweets, manually label, perfect agreement 
between two annotators -- 24271 tweets  (incivil: 8800, civil: 15441)
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Criteria for labeling

Blackmails or threats:  physical or psychological threats to the 
victims. Eg., I’ll smash you in the face when I see you.

Insult:  insults that are abusive for the victim. Eg., You are such 
an a**le.

Cursing: wishing that some grave misfortune befalls the victim. 
Eg., You’ll die and burn in hell.

Sexual harassment: unwanted sexual talk which might be 
derogatory. Eg., Post a naked pic u s**t!

Hey b**hes, feel like seeing a movie tonight? Incivil
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analyzing aggression context

NER: Twitter NLP tool (https://github.com/
aritter/twitter_nlp)

We find targeted sentiments of named entities 
using TD-LSTM model.

I bought a new mobile phone.The display is amazing but 
battery life is poor.
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key observations

Sentiments toward named entity classes Popular entities Sentiment vs followership

 Many users express negative sentiments toward person and mention classes
 Users express negative sentiments more often than positive sentiments
 Many targets express opinion about Trump, Youtube and Fox News
 Users with moderately low followership express more negative sentiments 

toward entities.
 Users with high followership express more positive sentiments toward entities.
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social prestige

Typically news media anchors accounts like Fox 
News, Sky Sports, Telegraph, CBS Sweden, 
CNN, News 18 etc. get victimized 

Target accounts are much more 
popular than the offender accounts 
(p-value < 10-5)
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liwc analysis

Linguistic categories Personal concerns categories Cognitive categories
 Offenders use first person more frequently than targets
 Offenders use more negation and swear words
 Targets tweet more about work and achievements; offenders speak more about 

monetary aspects.
  Offenders use “religion” and “death” related words more often.
 Offenders are more expressive about their opinions; tweet more in the categories 

“body” and “sexual” and express negative emotions.
 Targets express positive emotions more.
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our prescription

F-score improvement is statistically 
significant (p-value < 0.05)
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Post-hoc analysis
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All	that	is	English	may	be	Hindi:	Enhancing	
language	identification	through	

automatic	ranking	of	the	likeliness	of	
word	borrowing	in	social	media.	

EMNLP 17, IKDD 17 DATA CHALLENGE
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Lexical Borrowing

When a word or a phrase from a foreign language is used as a 
part of the native vocabulary. E.g. This is totally karma, she 
told herself angrily. (from English to Hindi): botal from the 
bottle, kaptaan from the captain, afsar from officer

Can be seen in conversations of monolingual people

Borrowed words may attain native language accent. 

They finally become part of the native language vocabulary.  

K. Bali, J. Sharma, M. Choudhury, and Y. Vyas. “i am borrowing ya mixing?” an analysis of english-hindi code 
mixing in facebook. In First workshop on Computational approaches to code-switching, EMNLP, page 116, 2014.
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“SOCIALLy” quantify borrowing

Each word is language-tagged. The different tag a word can have is L1 (native), L2 
(foreign), NE and Other. 

Tweet level tag based on word level tag

L1: Almost every word (> 90%) in the tweet is tagged as L1.

L2: Almost every word (> 90%) in the tweet is tagged as L2.

CML1: Code-mixed tweet but majority (i.e.,> 50%) of the words are tagged as L1.

CML2: Code-mixed tweet but majority (i.e., > 50%) of the words are tagged as L2.

CMEQ: Code-mixed tweet having very similar number of words tagged as L1 and L2 
respectively.

Code Switched: There is a trail of L1 words followed by a trail of L2 words or vice 
versa.
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“SOCIALLy” quantify borrowing

The Unique User Ratio (UUR) for word usage across languages is 
defined as follows:
UUR(w) = (U_L1 + U_CML1) / U_L2
Where U_L1 (U_L2 , U_CML1) is the number of unique users who 
have used the word w in a L1 (L2 ,CML1) tweet at least once.

The Unique Tweet Ratio (UTR) for word usage across languages is 
defined as follows:
UTR(w) = (T_L1 + T_CML1) / T_L2
Where T_L1 (T_L2 , T_CML1) is the total number of L1 (L2 , 
CML1 ) tweets which contain the word w.
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Datasets and pre-processing

We consider native language L1 as Hindi and foreign language L2 as English 

Considered language tagged data presented by Rudra et al., 2016

Crawled data over 28 hashtags (Nov 2015 to Jan 2016) spanning over subjects 
sports, religion, movies and politics. 

This leads to a sum of 811981 tweets. 

After language tagging we got 3982 users who at least code mixed once in their 
tweets

We crawled their timeline (Feb 2016 to March 2016)

Using this two step process we collected a total of 1550714 distinct tweets.

Filtered tweets having only URLs, written in non-romanized scripts and tweets 
having empty content. Finally 787606 tweets.
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Candidate/Target Words

Baseline-biased words – ’thing’, ’way’, ’woman’, 
’press’, ’wrong’, ’well’, ’matter’, ’reason’, ’question’, 
’guy’, ’moment’, ’week’, ’luck’, ’president’, ’body’, 
’job’, ’car’, ’god’, ’gift’, ’status’, ’university’, ’lyrics’, 
’road’, ’politics’, ’parliament’, ’review’, ’scene’, ’seat’, 
’film’, ’degree’

Randomly selected words – ’people’, ’play’, ’house’, 
’service’, ’rest’, ’boy’, ’month’, ’money’, ’cool’, 
’development’, ’group’, ’friend’, ’day’, ’performance’, 
’school’, ’blue’, ’room’, ’interview’, ’share’, ’request’, 
’traffic’, ’college’, ’star’, ’class’, ’superstar’, 
’petrol’,’uncle’

Bali et al. 2014
Relied on native language newspaper 

based signals
Baseline Metric:  log(F_L2 / F_L1) 

F_L2: Frequency of L1 transliterated 
form of a word w in the standard L1 
newspaper corpus. (w is a L2 word)
F_L1: Frequency of the L1 
translation of the word w in the same 
newspaper corpus

Baseline rank list: is created by ranking 
L2 candidate words in non increasing 
order of baseline metric. 

Example:
L1: Hindi L2: English
Candidate word: film (chalachitra in 

Hindi)
L1 news paper corpus: Hindi Jagaran 
Metric: log(frequency(film)/ 

frequency(chalachitra)) 
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Ground-truth Preparation

Online survey done over 58 participants

3 choices were given to participants for each of 57 target word

Language preference factor (LPF):  (Count_En − Count_Hi)
where Count_Hi (Count_En) refers to the number of survey 
participants who preferred the sentence containing the Hindi 
translation of the target word (target word itself)

More positive values of LPF denotes higher usage of target 
word as compared to its Hindi translation and therefore 
higher likeliness of the word being borrowed.
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correlation/Re-Annotation 

On Avg. 88% 
annotators 
changed the 
language tag for 
Top bucket 
across Hall and 
Hmost  
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#Bieber'+'#Blast'='#BieberBlast:'
Early'Predic4on'of''

Popular'Hashtag'Compounds'

CSCW$’16$(Best$Paper$Honorable$Men7on$Award)$
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Lexical compounding

Prevalent	all	through	over	the	history	of	evolution	of	any	language

wheel	+	chair	=	wheelchair	
white	+	wash		=	whitewash
in	+	so	+	far	=	insofar

In	some	cases,	meanings	of	the	compound	also	get	altered:

book	+	worm	=	bookworm
light	+	house	=	lighthouse
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Hashtag compounding

#bieber&

#blast'

#bieberblast*
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coalition of concepts

#Wikipedia)+)#Blackout)=)#WikipediaBlackout)

#CSCW)+)#2016)=)#CSCW2016)

general'concepts' specific'concept'
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Use of hashtag compounds

Citations to top 100

•Marketing	-	#AmazonPrimeDay,	#USDEUR

•Expressing	communicative	intent	–	affective	expression,	political	
persuasion,	humor	etc.	E.g.,	#PresidentTrump,	#BlackLivesMatter

•Spontaneous	pressure	-		#TheBestFeelingInARelationship,	
#YouKnowItsRealWhen,	#RelationshipTips
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Influenced vs spontaneous

•  Spontaneous*compounds*have*lesser*no.*of*men4ons*per*tweets*and*lesser*no.*of*
colloca4ons*with*other*hashtags**

•  Influenced*hashtag*compounds*spread*via*mul4ple*men4ons*in*early*stage*of*
propaga4on*unlike*the*spontaneous*ones. 

Spontaneous*

Influenced*

*
*
*

*
*
*
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adoption of hashtag compounds

•  Popular:)frequency)of)occurrences)of)#AB)is)higher)than)both)#A)and)#B)
•  Unpopular:)frequency)of)occurrences)of)#AB)is)lower)than)both)#A)and)#B)

Frequency)a1er)10)months)from)compounding)
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Research questions

Can	we	systematically	obtain	early	signals	from	the	data	that	
differentiates	the	popular	from	the	unpopular	compounds?

	What	features	makes	a	hashtag	compound	“popular”?

Can	we	predict	with	high	accuracy	whether	a	compound	will	
eventually	become	popular	early	in	time,	i.e.,	even	before	the	
compounding	have	taken	place?
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linguistic analysis

✴Which	parts-of-speech	(POS)	combinations	are	more	
frequent?

✴Which	named	entity	(NE)	combinations	are	more	frequent?

✴What	kind	of	words	combine	more?	(dictionary	words/	new	
words	like	celebrity	names	or	chattish	words)

Tuesday, 16 October 18



part-of-speech combination

For$popular$compounds$:$
proper%noun(proper%noun,%
common%noun(common%noun,%
determiner(common%
noun%and%verb(determiner;%%
For$unpopular$compounds:$$$
common%noun(common%noun,%
Adjec5ve(common%noun,%
determiner(common%noun,%
proper%noun(proper%
%noun%etc%

In%natural%language%
compounding,%noun/noun,$
verb/noun,$noun/verb,$verb/
verb$are%some%common%forms%
of%compounding%
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Named-entity combination

•  The most prevalent 
NE : 

     person-person 
     product-product  
     movie-movie 
 
•  But fractions differ 

between popular 
and unpopular ones. 
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vocabulary effects

Marked distinction  
-- rank order in which the combinations are used  
-- individual % of use 
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prediction framework
Predict((
))(whether(a(par.cular(
hashtag(compound(will(be(
more(popular(than(both(the(
cons.tuent(hashtags(or(not(
))(a7er(a(.me(period(of(t(from(
the(point(of(merging(

Observa.on(period(

#AmazonPrimeDay.
...............or..
#Amazon...#PrimeDay?.

Tuesday, 16 October 18



prediction features

!  Character(length(of(the(
compound(hashtag(

!  Presence(of(n4grams(in(English(
texts(

!  Part4of4speech(combina9on(
!  Named(en9ty(combina9on(
!  OOV/INV(combina9on(

•  Word(overlap(
•  n4gram(overlap(
•  Colloca9on(frequency(of(the(

compounding(pair(
•  Word(diversity(of(the(

compounding(hashtags(
•  Average(topic(overlap(among(the(

compounding(hashtags(

!  no.(of(unique(users(twee9ng(the(individual(hashtags(
!  no.(of(unique(users(being(men9oned(in(tweets(containing(

the(individual(hashtags(
!  no.(of(common(users(men9oned(in(same(tweets(containing(

both(#A(and(#B(
!  no.(of(retweets(using(#A(/(#B(

Hashtag'Content'features' Tweet'Content'features'

User'features'
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performance evaluation

We achieve 77.07% accuracy for predicting after 2 months. For long term 
predictions, we achieve 77.5% and 79.13% for 6 and 10 months respectively 
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importance of feature groups

Tweet%content%features%comes%first%followed%by%the%users%features%
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correspondence analysis

✦	600	randomly	selected	hashtag	compounds	from	2000	compounds	used	for	classification

✦72	participants;	25	questions;	each	question	is	answered	by	3	participants

!  human&evaluators&can&correctly&label&those&cases&where&the&hashtag&compound&have&the&
highest&frequency&for&the&popular&class&and&lowest&for&the&unpopular&class&

!  the&automa8c&predic8on&framework&can&iden8fy&the&popular&hashtag&compounds&whose&
frequency&values&are&not&very&different&from&the&cons8tuent&hashtags&

Avg.&frequency&
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we also party!

Visit us at: http://www.cnergres.iitkgp.ac.in/ 
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